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Introduction

• Given an input article the task is to summarize the article with novel sentences in the output.

http://www.abigailsee.com/2017/04/16/taming-rnns-for-better-summarization.html

http://www.abigailsee.com/2017/04/16/taming-rnns-for-better-summarization.html


Literature Survey

• The work by Nallapati et al provided 1st baselines for the task on 
CNN/DM data set. They used hierarchical RNN in their approach.

• See et al introduce a pointer generation mechanism to choose 
between generating a token & copying from input sequence, also 
keeping track of coverage to address repetition.

• Transformers replaces the recurrence and convolutions in neural 
models by self attention mechanism & are more parallelizable.

• BERT: learns bidirectional contextual representations.

Using Sequence-to-Sequence RNNs and Beyond (Nallapati et al., 2016)
See et al., 2017 Get to the Point: Summarization with pointer networks

Vaswani et al., 2017 Attention is all you need
Devlin et al., 2018 BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding



Contribution

• Explored the effectiveness of Transformer models for abstractive 
summarization.  

• Integrated the Pointer Generator mechanism with transformer model 
to handle out of vocabulary words. 

• Performance improvements with transfer learning by using BERT 
encoder.



Datasets

• CNN Daily Mail dataset

• ROUGE Metric
ROUGE-1, ROUGE-2, ROUGE-L

Task Article Reference Pairs

Training 287,726

Validation 13,368

Test 11,490

Hermann et al., 2015 Teaching machines to read and comprehend
Nallapati et al. 2016 Abstractive text summarization using sequence to sequence rnns and beyond



Model-1

• Key Features:

• Input positional encodings
• 𝑃𝐸𝑝𝑜𝑠,2𝑖 = sin( Τ𝑝𝑜𝑠 10000 Τ2𝑖 𝑑_𝑚𝑜𝑑𝑒𝑙)

• 𝑃𝐸𝑝𝑜𝑠,2𝑖+1 = cos( Τ𝑝𝑜𝑠 10000 Τ2𝑖 𝑑_𝑚𝑜𝑑𝑒𝑙)

• Multi headed self attention
• 𝑄 = 𝑊𝑄𝑋

• 𝐾 = 𝑊𝐾𝑋

• 𝑉 = 𝑊𝑉𝑋

• Layer norm and Residual connections

• Position wise feed forward network
• 𝐹𝐹𝑁 𝑋 = max 0,𝑋𝑊1 + 𝑏1 𝑊2 + 𝑏2

• Advantage: No recurrence , one can 
leverage parallelism

Vaswani et al., 2017 Attention is all you need



Model-2

Generation probability

𝑃𝑔𝑒𝑛 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑔𝑒𝑛 𝑋𝑑 , 𝑋𝑐 + 𝑏𝑔𝑒𝑛)

Vocab probability

𝑃𝑣𝑜𝑐𝑎𝑏 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑣𝑜𝑐𝑎𝑏 𝑋𝑑 + 𝑏𝑣𝑜𝑐𝑎𝑏)

Final Extended vocabulary

𝑃𝑒𝑥𝑡 = 𝑃𝑔𝑒𝑛 ∗ 𝑃𝑣𝑜𝑐𝑎𝑏 + (1 − 𝑃𝑔𝑒𝑛) ∗ 𝑃𝑎𝑡𝑡𝑛



Model-3

• In this we use the BERT base uncased pretrained PYTORCH model

• We replace our encoder with BERT encoder.

• We change our model hidden dimension to match BERT’s hidden 
dimension which is 768

• As we use BERT embedding we also use the BERT provided 
vocabulary which is of dimension 30,524



Experimental Setup

Hyperparameter Value

Batch size 8

Input sequence length 400

Output sequence length 100

Hidden dimension 512 , 768 (for BERT)

FFN projection dimension 1024

Number of layers 6

Vocab size 50,000, 30,524 (for BERT)



Results

Model ROUGE-1 ROUGE-2 ROUGE-L

Seq2seq + attn baseline (150k vocab) 30.49 11.17 28.08

Seq2seq + attn baseline (50k vocab) 31.33 11.89 28.83

Pointer Generator 36.44 15.66 33.42

Transformer 12.79 1.18 11.72

Transformer + Pointer Generator 28.52 7.02 26.14

BERT + Pointer Generator 30.98 12.25 28.93

See et al., 2017 Get to the Point: Summarization with pointer networks



Generated Summaries



Generated Summaries



Analysis

• Transformer model performs poorly
• learnt probability distributions over the vocabulary is not good enough

• Integration of Pointer Generator significantly improves performance
• eliminates UNK’s from the output sequence with direct copy

• increases  the probability mass of the words in the vocab distribution which 
receive more attention in the input sequence

• With BERT encoder we are able to beat our baselines
• better language representations learned from unsupervised pre-training helps



Conclusions

• Pointer Generator mechanism is a useful technique to augment and 
enhance the output probability distribution

• Transfer learning can ease the model’s workload of training end to 
end and help in achieving faster convergence with better 
performance.

• Pros:
• Able to generate multi-sentence summaries

• Faster training

• Cons:
• Repetitive sentences in the output



Future Work

• Further work should be focused on integrating the coverage 
mechanism in Transformer models which is not trivial

• Recurrence formulation of the coverage formula restricts it’s use in 
Transformers

• Our proposed approach:
• Use two layered attention

• Use a lower triangular mask of ones and multiply with the attention 
probabilities obtained from the previous layer

• Future work can also be focused at investing ways to improve the 
Transformer model without Pointer Generator
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